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\textbf{A B S T R A C T}

It is well known that calculations of the entries of the stiffness matrix in the finite element approximations of nonlocal diffusion and mechanics models are often very time-consuming due to the double integration process over the domain and the singularities of the nonlocal kernel functions. In this paper, we propose some effective and accurate quadrature rules for computing these double integrals for one-dimensional nonlocal problems; in particular, for problems with highly singular kernels, the corresponding inner integrals can be first evaluated exactly in our method, and the outer one then will be approximated by some popular quadrature rules. With these quadrature rules, the assembly of the stiffness matrix in the finite element method for the nonlocal problems becomes similar to that for the classical partial differential equations and is thus quite efficient.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Nonlocal theories for continuum mechanics and diffusion have been of relatively recent and growing interest. For example, peridynamics (PD) models, proposed in [1–3], are integro-differential nonlocal continuum models that provide an alternative to classic continuum mechanics which is based on partial differential equations (PDEs). PD models do not involve spatial derivatives; their effectiveness for modeling singular behavior in solids has been demonstrated through numerical simulations of crack nucleation and growth, fracture and failure of composites, polycrystals, and nanofiber networks. The peridynamic model has been applied in several settings; see, e.g., [1–8]. Modeling and theoretical studies regarding peridynamics are found in, e.g., [9,10] whereas its computational solution is considered in, e.g., [11–16]. Another setting where nonlocal models are becoming increasingly popular is in the modeling of anomalous diffusion (AD) [9]. The spatial operators in the PD and anomalous superdiffusion settings share many similarities and thus make the study of one model relevant to the other. A common feature of the PD and AD models considered here is the introduction of a horizon parameter $\delta$ that characterizes the range of nonlocal interactions [10,17]. As $\delta \to 0$, nonlocal effects diminish and the limit provides natural links between the nonlocal models and the classical (local) PDE-based models in cases for which the latter are well defined.
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Several discretization methods have been proposed for the spatial discretization of PD and AD nonlocal models, including finite difference methods (FD) [14], finite element methods (FE) [12,14,18,19], collocation methods [20,21], and so on. In the steady-state setting, PD and AD models are integral equations, and thus collocation methods are frequently used [19] due to the simplicity of their implementation. Unfortunately, the accuracy of collocation methods is often unsatisfactory compared with finite element methods under the same grid resolution. Galerkin finite element discretizations, being based on variational formulations, have been widely investigated for integral equation as in boundary element methods; for example, see [22]. They require a double integration process; seemingly, treating double integrals is difficult to do efficiently and accurately due to the singularity of the kernel functions appearing in the integrand. In [22], the authors introduce suitable variable transformations that render the singular integrand analytic, which permits the numerical approximation of the integral by means of standard quadrature methods. If a hypersingular kernel function is encountered, regularization by means of integration by parts is first applied and the resulting process can be effected. In quantitative finance, a class of price processes which follows Lévy processes can be shown to obey a partial integro-differential equation (PIDE); for example, see [23] in which Galerkin finite element approximations are also discussed for PIDE, and the entries of stiffness matrix are computed by means of repeated integration by parts, assuming that the i-th antiderivative of the singular Lévy density is explicitly available. As for PD and AD models, an approach for the evaluation of the double integral was proposed in [12,24]; the inner integral is first split into the sum of many integrals to avoid the singularity, and then certain quadrature rules are used to approximate the various outer and inner integrals. Note that the outer integral must be treated carefully due to end-point singularities; for example, a high-order global adaptive Gauss–Kronrod quadrature formula was used in [24] to compute the outer integral. Such approaches can require thousands of quadrature points to evaluate each entry in the finite element stiffness matrix, resulting in a very expensive assembly process, especially in two and three dimensions.

In this paper, we develop a novel and efficient way to assemble the stiffness matrix for Galerkin finite element discretizations of one-dimensional steady-state PD and AD models. Inspired by the work in [25], we obtain some basic quadrature rules with explicit expression to compute the double integrals having different singularities that appear in the entries of the stiffness matrix. Once having these rules, the computation of the singular double integrals can be done in a similar way to that in [25], i.e., the inner integrals can be evaluated exactly by the proposed product rules, and the outer ones can be evaluated by a double exponential rule. However, due to the effect of the horizon parameter $\delta$, this process is more difficult, and thus should be treated more carefully. Such an approach can greatly improve the accuracy and efficiency of the assembly of the stiffness matrix. We remark that our work is a direct one without regularization and is thus different from [22,23].

The rest of the paper is organized as follows. In Section 1.1, we first describe the model 1D nonlocal problem we consider. Finite-part integrals, including their definitions and variable transformations, are introduced and discussed in Section 2. Some quadrature rules are derived in Section 3 and their application to the evaluation of the entries of the stiffness matrix in finite element discretization for nonlocal problems is carefully investigated in Sections 4 and 5. Numerical experiments are presented in Section 6 to illustrate the efficiency and accuracy of the proposed method. Finally, concluding remarks are provided in Section 7.

1.1. The 1D nonlocal problem

We consider the Dirichlet constrained-value problem associated with a one-dimensional nonlocal linear model. Without loss of generality, we choose the domain of interest $\Omega = (0, 1)$. A nonlocal operator $L_{\delta}$ is defined as, for any function $u = u(x): \Omega \to \mathbb{R}$,

$$L_{\delta}u(x) = \frac{2 - 2s}{\delta^{2 - 2s}} \int_{B_s(x)}^{} \frac{u(y) - u(x)}{|y - x|^{1 + 2s}} \, dy, \quad \forall x \in \Omega, \tag{1}$$

where $s \in [0, 1)$, the constant $\delta > 0$ is referred to as the horizon, and $B_s(x) = \{ y \in \mathbb{R} : |y - x| < \delta \}$ denotes the interval centered at $x$ having length $2\delta$. We define the interaction domain as $\Omega_{\delta} = \{ y \in \mathbb{R} : |y - x| < \delta \}$ for $x \in \Omega = (-\delta, 0) \cup [1, 1 + \delta)$, i.e., $\Omega_{\delta}$ is the set of points exterior to $\Omega$ that interact with points within $\Omega$. We then define the nonlocal problem, constrained on a volume having nonzero measure, as

$$\begin{cases}
-L_{\delta}u = f(x) & \text{in } \Omega, \\
u(x) = g(x) & \text{on } \Omega_{\delta},
\end{cases} \tag{2}$$

where $f(x)$ and $g(x)$ are given functions. For $s = 0$, (2) is a one-dimensional peridynamics model [1], whereas for $s \in (0, 1)$, it is a one-dimensional model for superdiffusion [9]. Note that, in the nonlocal setting, the well-posedness requires [9] a constraint acting on a volume with positive measure (the second equation in (2)) in contrast with the local PDE setting for which constraints are applied on the boundary of the domain. Note that for sufficiently smooth $u$, as $\delta \to 0$, the problem (2) reduces to the Poisson problem [9] whereas, as $\delta \to \infty$, it reduces to the fractional Laplacian problem involving $(-\Delta)^{s}$ posed on a bounded domain [24].
A weak formulation of (2) is given by
\[
\frac{2 - 2s}{\delta^{2-2s}} \int\int_{\Omega \cap B_\delta(x)} \frac{u(y) - u(x)}{|y - x|^{1+2s}} v(y) dy dx = \int f v dx,
\]
where \(\Omega' = \Omega \cup \Omega_T\) and the solution \(u\) and the test functions \(v\) belong to appropriate function spaces. An alternative weak formulation of (2) is given by
\[
\frac{1 - s}{\delta^{2-2s}} \int\int_{\Omega \cap B_\delta(x)} \frac{u(y) - u(x)}{|y - x|^{1+2s}} (v(y) - v(x)) dy dx = \int f v dx.
\]
In the function space setting, the forms (3) and (4) are equivalent. For \(s = 0\), standard finite element methods based on (3) and (4) were investigated in [12] and [14,24], respectively. We extend the implementation of finite element methods to \(0 \leq s < 1\) based on the formulation (3), using a completely different approach than that taken in [12].

2. Hadamard finite-part integrals

In this section, we briefly review the concept of Hadamard finite-part integrals. Consider the integral of the form
\[
\int_a^b \frac{w(y)}{|y - x|^{1+2s}} dy, \quad x \in (a, b).
\]
If \(s \geq 0\), the integrand is in general not integrable in the classic Riemann sense so that (5) should be understood in the Hadamard finite-part sense. There are several mathematically equivalent definitions for Hadamard finite-part integrals; we adopt a definition proposed in [26]. Consider the divergent integral
\[
\int_a^b \sigma(y - x) w(y) dy
\]
(6)
satisfying the following assumptions:

1. the kernel \(\sigma(z)\) is a real-valued function which is continuous on \([a - b, b - a]\setminus\{0\}\) and \(|\sigma(z)| \leq C|z|^{-\lambda}\) holds for some \(1 \leq \lambda \in \mathbb{R}\);
2. the \((m - 1)\)-th derivative of \(w(y)\) is a Hölder function of degree \(\alpha\) with \(m \in \mathbb{N}, 0 < \alpha \leq 1\), and \(m + \alpha > \lambda\), i.e., \(w \in C^{m-1,\alpha}(a, b)\).

**Definition 1.** Under the above assumptions, the Hadamard finite-part integral (6) is defined as
\[
\int_a^b \sigma(y - x) w(y) dy = \lim_{\epsilon \to 0} \left( \int_{\Omega_\epsilon} \sigma(y - x) w(y) dy + \sum_{j=0}^{m-1} \frac{w(j\epsilon) - \sigma(y - \epsilon)}{j!} \right).
\]
where \(\Omega_\epsilon = (a, b) \times (\epsilon, x + \epsilon)\) and \(\sigma_j(z)\) denotes the antiderivative of the function \(z^j \sigma(z)\), i.e.,
\[
\sigma_j(z) = z^j \sigma(z), \quad z \in [a - b, b - a]\setminus\{0\}, \quad j = 0, \ldots, m - 1.
\]
With \(\sigma(y - x) = |y - x|^{-1-2s}\), we then have that the integral (5) can be defined, for \(x \in (a, b)\), as
\[
\int_a^b \frac{w(y)}{|y - x|^{1+2s}} dy = \begin{cases} 
\lim_{\epsilon \to 0} \left( \int_{\Omega_\epsilon} \frac{w(y)}{|y - x|} dy + 2w(x) \ln \epsilon \right) & \text{for } s = 0 \\
\lim_{\epsilon \to 0} \left( \int_{\Omega_\epsilon} \frac{w(x) - w(y)}{|y - x|^{1+2s}} dy - \frac{w(x)}{s \epsilon^{2s}} \right) & \text{for } s \in (0, 1).
\end{cases}
\]
In particular, by setting \(w(x) = 1\), we obtain
\[
\int_a^b \frac{1}{|y - x|^{1+2s}} dy = \begin{cases} 
\ln |x - a| + \ln |b - x| & \text{for } s = 0 \\
\frac{1}{2s} (x - a)^{-2s} + (b - x)^{-2s} & \text{for } s \in (0, 1).
\end{cases}
\]
Remark 2. It can be seen from (7) that there exists an interesting phenomenon associated with the finite-part integral. Consider the example of $a = -1, b = 1, x = 0, s = 1/2$ in (7); we then have

$$\int_{-1}^{1} \frac{1}{y^2} dy = -2.$$  

This is at odds with the fact that the value of a Riemann integral for a positive function is always positive; this is a remarkable difference between Riemann integrals and Hadamard finite-part integrals.

Definition 3. If $w$ has less regularity, a more general definition of (6) is

$$\int_{a}^{b} \sigma(y-x)w(y)dy = \lim_{\epsilon \to 0} \left( \int_{\Omega_{L}^{0}} \sigma(y-x)w(y)dy + \sum_{j=0}^{m-1} \frac{\sigma^{j}(\epsilon)w^{(j)}(x+)}{j!} \right)$$

$$+ \int_{\Omega_{R}^{0}} \sigma(y-x)w(y)dy - \sum_{j=0}^{m-1} \frac{\sigma^{j}(-\epsilon)w^{(j)}(x-)}{j!}. \tag{8}$$

where $\Omega_{L}^{0} = (a, x-\epsilon), \Omega_{R}^{0} = (x+\epsilon, b), w^{(j)}(x+)$ and $w^{(j)}(x-)$ are the right and left $j$-th order derivatives of $w$. Moreover,

$$\int_{a}^{b} \sigma(y-a)w(y)dy = \lim_{\epsilon \to 0} \left( \int_{a+\epsilon}^{b} \sigma(y-a)w(y)dy + \sum_{j=0}^{m-1} \frac{\sigma^{j}(\epsilon)w^{(j)}(a+)}{j!} \right) \tag{9}$$

and

$$\int_{a}^{b} \sigma(y-b)w(y)dy = \lim_{\epsilon \to 0} \left( \int_{a}^{b-\epsilon} \sigma(y-b)w(y)dy - \sum_{j=0}^{m-1} \frac{\sigma^{j}(-\epsilon)w^{(j)}(b-)}{j!} \right). \tag{10}$$

The definition (8) is often used to design nodal-type quadrature rules for evaluating (6) (see [21,27]), and (9) and (10) can be used to construct quadrature rules for computing the divergent integrals with an endpoint singularity. With $\sigma(y-a) = (y-a)^{-2s}$ and $\sigma(y-b) = (b-y)^{-2s}$, we then have

$$\int_{a}^{b} \frac{w(y)}{(y-a)^{2s}} dy = \begin{cases} 
\lim_{\epsilon \to 0} \left( \int_{a+\epsilon}^{b} \frac{w(y)}{y-a} dy + w(a) \ln \epsilon \right) \quad &\text{for } s = \frac{1}{2} \\
\lim_{\epsilon \to 0} \left( \int_{a+\epsilon}^{b} \frac{w(y)}{(y-a)^{2s}} dy + w(a) \frac{\epsilon^{1-2s}}{1-2s} \right) \quad &\text{for } s \in (\frac{1}{2}, 1) 
\end{cases}$$

and

$$\int_{a}^{b} \frac{w(y)}{(b-y)^{2s}} dy = \begin{cases} 
\lim_{\epsilon \to 0} \left( \int_{a}^{b-\epsilon} \frac{w(y)}{b-y} dy + w(b) \ln \epsilon \right) \quad &\text{for } s = \frac{1}{2} \\
\lim_{\epsilon \to 0} \left( \int_{a+\epsilon}^{b} \frac{w(y)}{(b-y)^{2s}} dy + w(b) \frac{\epsilon^{1-2s}}{1-2s} \right) \quad &\text{for } s \in (\frac{1}{2}, 1). 
\end{cases}$$

Remark 4. If $0 < s < \frac{1}{2}$, the two integrals above are only weakly singular at the endpoints.

Another remarkable difference between Hadamard finite-part integrals and Riemann integrals exists in the transformation of integration variables. In the following, we list some concise relations which are used in this paper, and refer to [26] for details. Let

$$y = \frac{b-a}{\beta - \alpha} t + \frac{a\beta - b\alpha}{\beta - \alpha}, \quad x = \frac{b-a}{\beta - \alpha} \tau + \frac{a\beta - b\alpha}{\beta - \alpha}, \quad p(t) = w \left( \frac{b-a}{\beta - \alpha} t + \frac{a\beta - b\alpha}{\beta - \alpha} \right).$$
Then,

\[
\frac{b}{a} \int_{a}^{b} \frac{w(y)}{|y-x|^{1+2s}} dy = \begin{cases} 
\frac{\beta}{\alpha} \int_{a}^{b} \frac{p(t)}{|t-\tau|} dt + 2p(s) \ln \frac{b-a}{\beta-\alpha} & \text{for } s = 0 \\
\left( \frac{b-a}{\beta-\alpha} \right)^{-2s} \frac{\beta}{\alpha} \int_{a}^{b} \frac{p(t)}{|t-\tau|^{1+2s}} dt & \text{for } s \in (0, 1) \\
\frac{\beta}{\alpha} \int_{a}^{b} \frac{p(t)}{\tau-t} dt + p(\alpha) \ln \frac{b-a}{\beta-\alpha} & \text{for } s = \frac{1}{2} \\
\left( \frac{b-a}{\beta-\alpha} \right)^{1-2s} \frac{\beta}{\alpha} \int_{a}^{b} \frac{p(t)}{(\tau-t)^{2s}} dt & \text{for } s \in \left( \frac{1}{2}, 1 \right) \\
\left( \frac{b-a}{\beta-\alpha} \right)^{1-2s} \frac{\beta}{\alpha} \int_{a}^{b} \frac{p(t)}{(\tau-t)^{2s}} dt & \text{for } s \in \left( \frac{1}{2}, 1 \right).
\end{cases}
\]  

As an example but without loss of generality, we only provide a derivation of (11) with \( s = 0 \):

\[
\frac{b}{a} \int_{a}^{b} \frac{w(y)}{|y-x|} dy = \lim_{\epsilon \to 0} \left( \int_{a}^{x-\epsilon} + \int_{x+\epsilon}^{b} \frac{w(y)}{|y-x|} dy + 2w(x) \ln \epsilon \right) \\
= \lim_{\epsilon \to 0} \left( \int_{a}^{s-\frac{b-a}{\beta-\alpha} \epsilon} + \int_{s+\frac{b-a}{\beta-\alpha} \epsilon}^{b} \frac{p(t)}{|t-s|} dt + 2p(s) \ln \epsilon \right) \\
= \lim_{\epsilon \to 0} \left( \int_{a}^{s-\frac{\delta}{b-a} \epsilon} + \int_{s+\frac{\delta}{b-a} \epsilon}^{b} \frac{p(t)}{|t-s|} dt + 2p(s) \ln \frac{b-a}{\beta-\alpha} \right) \\
= \int_{a}^{b} \frac{p(t)}{|t-s|} dt + 2p(s) \ln \frac{b-a}{\beta-\alpha},
\]

where \( \delta = \frac{\beta-\alpha}{b-a} \epsilon \) has been used in the third step.

3. Basic quadrature rules

Numerous research effort has been devoted to numerical evaluations of singular integrals, such as Gaussian-type methods [28–31], Newton–Cotes type methods [27,32], transformation methods [33,34], and some other methods [35]. Especially, Gaussian-type methods are often used to compute the stiffness matrix in finite element discretization of singular integral equations. However, most of these works are limited to hypersingular integrals with singularity of integer order. In this section, we discuss the design of some basic quadrature rules for computing hypersingular integrals with singularity of fractional order and weakly singular integrals with endpoint singularities on the standard interval \((-1, 1)\) that will be used in the finite element discretization of the nonlocal problem (2).

3.1. Product rule

The idea of the product rule originated in [25]. We begin the discussion with two results.

**Lemma 5.** Let \( K(x, y) \) denote an integration kernel that may have a hyper-singularity in \((-1, 1)\) or at the endpoints, or is nearly singular at the endpoints. Then, we have the approximation

\[
K(x, y) = \sum_{i=0}^{n} c_i K_i(x, y),
\]

where \( c_i \) and \( K_i(x, y) \) are constants and kernels, respectively.
\[
\int_{-1}^{1} K(x, y)w(y) \, dy \approx \sum_{k=1}^{n} \omega_k(x)w(x_k),
\]

where \(\{x_k\}_{k=1}^{n}\) denote the zeros of the Legendre polynomials \(P_n(x)\) of degree \(n\) and

\[
\omega_k(x) = \frac{1}{2} \lambda_k \sum_{l=0}^{n-1} (2l + 1) P_l(x_k) \mu_l(x)
\]

with \(\lambda_k\) denoting the classical Christoffel numbers [36, p. 47–48] associated with the \(n\)-point Gauss-Legendre formula \(\int_{-1}^{1} v(x) \, dx \approx \sum_{k=1}^{n} \lambda_k v(x_k)\) and \(\mu_l(x)\) denoting the modified moment of the kernel \(K(x, y)\) given by \(\mu_l(x) = \int_{-1}^{1} K(x, y) P_l(y) \, dy\).

**Proof.** The proof can be found in [37]. For completeness, we still provide a simple proof. Let \(\Pi_n w(x)\) denote the Lagrange interpolant of \(w(x)\) with respect to the points \(\{x_k\}_{k=1}^{n}\), i.e., \(\Pi_n w(x) = \sum_{k=1}^{n} w(x_k) \ell_k(x)\) with \(\ell_k(x) = \prod_{j \neq k}^{n} \frac{x - x_j}{x_k - x_j}\) which is a polynomial of degree \(n - 1\). Replacing \(w(x)\) in (14) by \(\Pi_n w(x)\) leads to

\[
\int_{-1}^{1} K(x, y)w(y) \, dy \approx \sum_{k=1}^{n} w(x_k) \int_{-1}^{1} K(x, y) \ell_k(y) \, dy,
\]

which implies that

\[
\omega_k(x) = \int_{-1}^{1} K(x, y) \ell_k(y) \, dy.
\]

By using the orthogonality property of Legendre polynomials and the fact that \(\ell_k(y) P_l(y)\) is a polynomial of degree less than \(2n\), we see that

\[
\ell_k(y) = \sum_{l=0}^{n-1} a_l^{(k)} P_l(y)
\]

with

\[
a_l^{(k)} = \frac{2l + 1}{2} \int_{-1}^{1} \ell_k(x) P_l(x) \, dx = \frac{2l + 1}{2} \sum_{j=1}^{n} \lambda_j \ell_k(x_j) P_l(x_j) = \frac{2l + 1}{2} \lambda_k P_l(x_k).
\]

Hence,

\[
\omega_k(x) = \int_{-1}^{1} K(x, y) \ell_k(y) \, dy
\]

\[
= \frac{1}{2} \int_{-1}^{1} K(x, y) \left[ \sum_{l=0}^{n-1} (2l + 1) \lambda_k P_l(x_k) P_l(y) \right] \, dy
\]

\[
= \frac{1}{2} \lambda_k \sum_{l=0}^{n-1} (2l + 1) P_l(x_k) \int_{-1}^{1} K(x, y) P_l(y) \, dy
\]

\[
= \frac{1}{2} \lambda_k \sum_{l=0}^{n-1} (2l + 1) P_l(x_k) \mu_l(x)
\]

which completes the proof. \(\square\)

**Theorem 6.** Let \(K(x, y)\) denote an integration kernel that may have a hyper-singularity in \((-1, 1)\) or at the endpoints, or is nearly singular at the endpoints. Then, we have the approximation

\[
\int_{-1}^{1} K(x, y)(w(y) - w(x)) \, dy \approx \sum_{k=1}^{n} \tilde{\omega}_k(x)w(x_k),
\]
where \( \{x_k\}_{k=1}^n \) denote the zeros of Legendre polynomials \( P_n(x) \) of degree \( n \), and

\[
\bar{\omega}_k(x) = \frac{1}{2} \lambda_k \sum_{l=0}^{n-1} (2l + 1) P_l(x_k) \bar{\mu}_l(x)
\]

(18)

with \( \lambda_k \) denoting the classical Christoffel numbers associated with the \( n \)-point Gauss–Legendre formula and

\[
\bar{\mu}_l(x) = \int_{-1}^{1} K(x, y) (P_l(y) - P_l(x)) dy = \mu_l(x) - \mu_l(x) \mu_0(x).
\]

(19)

**Proof.** Let \( \Pi_n w(x) \) be defined as in the proof of Theorem 5; then

\[
\int_{-1}^{1} K(x, y)(w(y) - w(x)) \, dy \approx \int_{-1}^{1} K(x, y)(\Pi_k w(y) - \Pi_k w(x)) \, dy = \sum_{k=1}^{n} w(x_k) \bar{\omega}_k(x),
\]

where \( \bar{\omega}_k(x) = \int_{-1}^{1} K(x, y)(\ell_k(y) - \ell_k(x)) \, dy \). By using (15) and (16), we can easily obtain (18) and (19).

\[ \square \]

**Remark 7.** We refer to (14) and (17) as \( n \)-point product quadrature rules; they both have algebraic precision at least \( n - 1 \), i.e., they are exact for all polynomials of degree less than or equal to \( n - 1 \).

The key to making use of the product rules (14) and (17) is to obtain explicit expressions for \( \mu_l(x) \) and \( \bar{\mu}_l(x) \). The Legendre polynomial \( P_l(x) \) has the explicit form

\[
P_l(x) = 2^{-l} \sum_{k=0}^{\lfloor l/2 \rfloor} (-1)^k \left( \begin{array}{c} l \cr k \end{array} \right) \left( \begin{array}{c} 2l - 2k \\ l \end{array} \right) x^{l-2k}.
\]

Then, after some straightforward calculations, we obtain

\[
P_l(y) - P_l(x) = 2^{-l} \sum_{k=0}^{\lfloor l/2 \rfloor} (-1)^k \left( \begin{array}{c} l \cr k \end{array} \right) \left( \begin{array}{c} 2l - 2k \\ l \end{array} \right) \sum_{m=1}^{l-2k} \left( \begin{array}{c} l - 2k \\ m \end{array} \right) x^{l-2k-m}(y - x)^m.
\]

(20)

From (19) and (20), we obtain

\[
\bar{\mu}_l(x) = 2^{-l} \sum_{k=0}^{\lfloor l/2 \rfloor} (-1)^k \left( \begin{array}{c} l \cr k \end{array} \right) \left( \begin{array}{c} 2l - 2k \\ l \end{array} \right) \sum_{m=1}^{l-2k} \left( \begin{array}{c} l - 2k \\ m \end{array} \right) x^{l-2k-m} \theta_m(x).
\]

(21)

Then remains the need to obtain an explicit expression for \( \theta_m(x) \) for which we consider three cases.

**Case 1:** If \( K(x, y) = |x - y|^{-1-2s} \) and \( x, y \in (-1, 1) \), we have

\[
\theta_0(x) = \begin{cases} \ln(1 - x^2) & \text{for } s = 0 \\ \frac{1}{-2s} (1 - x)^{-2s} + (1 + x)^{-2s} & \text{for } s \in (0, 1), \end{cases}
\]

\[
\theta_1(x) = \begin{cases} \frac{1}{1-x} & \text{for } s = \frac{1}{2} \\ \frac{1}{1-2s} ((1 - x)^{1-2s} - (1 + x)^{1-2s}) & \text{for } s \in [0, 1) \setminus \frac{1}{2} \end{cases}
\]

and, for \( m \geq 2 \),

\[
\theta_m(x) = \frac{1}{m-2s} ((1 - x)^{m-2s} + (-1)^m (1 + x)^{m-2s}).
\]

**Case 2:** If \( K(x, y) = (y - x)^{-1-2s} \), \( y \in (-1, 1) \), and \( x < -1 \), we have
\[\theta_0(x) = \begin{cases} 
\ln \left| \frac{1-x}{1+x} \right| & \text{for } s = 0 \\
\frac{1}{-2s} \left( (1-x)^{-2s} - (-1-x)^{-2s} \right) & \text{for } s \in (0, 1), \\
2 \ln \left| \frac{1-x}{1+x} \right| & \text{for } s = \frac{1}{2} \\
\frac{1}{-2s} \left( (1-x)^{1-2s} - (-1-x)^{1-2s} \right) & \text{for } s \in (0, 1) \setminus \frac{1}{2} 
\end{cases}\]

and, for \( m \geq 2, \)

\[\theta_m(x) = \frac{1}{m-2s} \left( (1-x)^{m-2s} - (-1-x)^{m-2s} \right).\]

**Case 3:** If \( K(-1, y) = (y + 1)^{-2s} \) and \( y \in (-1, 1), \) we have

\[\theta_0(x) = \begin{cases} 
\ln 2 & \text{for } s = \frac{1}{2} \\
\frac{1}{2s} & \text{for } s \in (0, 1) \setminus \frac{1}{2} 
\end{cases}\]

and, for \( m \geq 1, \)

\[\theta_m(x) = \frac{2^{m+1-2s}}{m + 1 - 2s}\]

which leads to

\[\mu_1^{(s)}(-1) = \begin{cases} 
c_1 + (-1)^{l} \ln 2 & \text{for } s = \frac{1}{2} \\
\frac{2^{1-2s}}{1-2s} \prod_{k=0}^{l-1} \frac{2s + k}{2s - k - 2} & \text{for } s \in (0, 1) \setminus \frac{1}{2} 
\end{cases}\]

with

\[c_1 = 2^{-l} \sum_{k=0}^{\lfloor l/2 \rfloor} (-1)^k \binom{l}{k} \frac{2^l - 2k}{l} \sum_{i=1}^{l-2k-l} (-1)^{l-2k-i} \binom{l-2k}{i} \frac{2^l}{l}.
\]

The first few values of \( c_1 \) are given by \( c_0 = 0, \ c_1 = 2, \ c_2 = -3, \ c_3 = \frac{11}{3}, \) and \( c_4 = -\frac{25}{9}. \) Moreover, for \( K(1, y) = (1 - y)^{-2s} \) and \( y \in (-1, 1), \) we have

\[\mu_1^{(s)}(1) = (-1)^{l} \mu_1^{(s)}(-1).\]  

(23)

### 3.2. Double exponential rule

The double exponential (DE) rule was first introduced in [38] for approximating integrals with weak singularities at the endpoints. Consider the integral \( I = \int_{-1}^{1} u(x) \, dx \) where \( u(x) \) is analytic on \((-1, 1)\) but may have a weakly singularity at the endpoint \( x = -1 \) or \( x = 1 \) or both. Applying the transformation of variables

\[x = \psi(t), \quad \lim_{t \to -\infty} \psi(t) = -1, \quad \text{and} \quad \lim_{t \to \infty} \psi(t) = 1,\]

where \( \psi(t) \) is analytic on \((-\infty, \infty), \) we then have

\[I = \int_{-\infty}^{\infty} u(\psi(t)) \psi'(t) \, dt.\]  

(24)

We choose the transformation \( x = \psi(t) = \tanh(\pi/2 \sinh t) \) which results in a double exponential decay of the integrand. Note that

\[\psi'(t) = \frac{\pi/2 \cosh t}{\cosh^2(\pi/2 \sinh t)}.\]

Applying the trapezoidal formula with a uniform mesh size \( h \) to (24) yields

\[I_h = h \sum_{k=-\infty}^{\infty} u(\psi(kh)) \psi'(kh).\]

We often truncate the infinite summation by choosing an integer \( N_{de} > 0 \) and set
\[ I_{h}^{(N_{de})} = h \sum_{k=-N_{de}}^{N_{de}} u(\psi(kh))\psi'(kh). \]  

(25)  

The reason this rule is referred to as a double-exponential rule is that the integrand, after the transformation of variables, decays double exponentially, i.e.,

\[ |u(\psi(t))\psi'(t)| \leq e^{-c|t|} \quad \text{as } |t| \to \infty. \]

4. Galerkin finite element discretizations

Let \( S(\Omega') \) denote the “energy” or “solution” space

\[ S(\Omega') = \{ v \in L^2(\Omega') : ||v|| < \infty \}, \]

where

\[ ||v||^2 = \frac{1-s}{2^{-2s}} \int_{\Omega'} \int_{\Omega'} \frac{(v(y) - v(x))^2}{|x-y|^{1+2s}} dy \, dx. \]

Define the affine space \( S_g(\Omega') = \{ u(x) \in S(\Omega') : u(x) = g(x) \text{ a.e. on } \Omega' \} \) and the subspace \( S_0 = \{ v(x) \in S(\Omega') : v(x) = 0 \text{ in } \Omega' \}. \) Then, the Galerkin variational problem corresponding to (2) is defined as:

\begin{align*}
& \text{given } f(x) \in L^2(\Omega) \text{ and } g(x) \in L^2(\Omega'), \text{ find } u(x) \in S_g(\Omega') \text{ satisfying} \\
& -\frac{2-2s}{2^{-2s}} \int_{\Omega'} v(x) \int_{\Omega' \cap B_{\delta}(x)} \frac{u(y) - u(x)}{|x-y|^{s+2s}} dy \, dx = \int_{\Omega} f(x)v(x) \, dx, \quad \forall v \in S_0. 
\end{align*}  

(26)

For \( s \in (0, 1) \), it is known (see, e.g., [9]) that \( S(\Omega') = H^s(\Omega') \), the fractional Sobolev space of order \( s \). For \( s = 0 \), no known characterization of the solution space in terms of standard function spaces is known; however, it is known that \( S(\Omega') \) is a Hilbert space and that it is a strict subspace of \( L^2(\Omega') \).

Let \( S^h \subset S(\Omega') \) denote a family of finite-dimensional subspaces parameterized by \( h \to 0 \). For \( x \in \Omega' \), let \( g^h(x) \) denote an approximation of \( g(x) \); if \( g(x) \) is sufficiently smooth, we can choose \( g^h(x) \in S^h(\Omega') \) to be an interpolant of \( g(x) \); otherwise, we can choose \( g^h(x) \in S^h(\Omega') \) to be the \( L^2(\Omega') \) projection of \( g(x) \). We then define the affine space \( S^h_g = \{ u^h(x) \in S^h : u^h(x) = g^h(x) \text{ a.e. on } \Omega' \} \) and the subspace \( S^h_0 = \{ v^h(x) \in S^h : v^h(x) = 0 \text{ a.e. on } \Omega' \} \). Then, the Galerkin discretization of (26) is given by:

\begin{align*}
& \text{Given } f(x) \in L^2(\Omega) \text{ and } g(x) \in L^2(\Omega'), \text{ find } u^h(x) \in S^h_g \text{ satisfying} \\
& -\frac{2-2s}{2^{-2s}} \int_{\Omega'} v^h(x) \int_{\Omega' \cap B_{\delta}(x)} \frac{u^h(y) - u^h(x)}{|x-y|^{s+2s}} dy \, dx = \int_{\Omega} f(x)v^h(x) \, dx, \quad \forall v^h \in S^h_0. 
\end{align*}  

(27)

Define a partition of \( \Omega' \) such that

\[ -\delta = x_{-K} < \cdots < x_{-1} < 0 < x_0 < x_1 < \cdots < x_N < x_{N+1} = 1 < x_{N+2} < \cdots < x_{N+K+1} = 1 + \delta \]  

(28)

and let \( h_i = x_i - x_{i-1} \) denote the mesh size of the element \( e_i = (x_{i-1}, x_i) \) and let \( h \) denote the maximum length of any of elements \( e_i, \, i = -K + 1, \ldots, N + K + 1 \).

4.1. Continuous piecewise-linear finite element method

Choose \( S^h \) to be the space of continuous piecewise-linear polynomials defined with respect to the partition (28) and choose the standard “hat” functions as a basis which we denote by \( \{ \phi_j(x) \}_{j=-K}^{N+K+1} \). Let \( u^h(x) = \sum_{j=-K}^{N+K+1} u_j \phi_j(x) \) and set \( u_j = g^h(x_j) \) for \( x_j \in \Omega' \), i.e., for \( j = -K, \ldots, 0 \) and \( j = N + 1, \ldots, N + K + 1 \). Furthermore, for \( i = 1, \ldots, N \), let \( v^h(x) = \phi_i(x) \). Then, (27) is equivalent to

\begin{align*}
& 2-2s \sum_{j=-K}^{N+K+1} u_j \left( \int_{e_i^*} \phi_i(x) \phi_j(x) \, dx \int_{B(x;\delta) \setminus e_i^*} \frac{1}{|y-x|^{s+2s}} dy - \int_{e_i^*} \phi_i(x) \int_{B(x;\delta) \setminus e_i^*} \frac{\phi_j(y) - \phi_j(x)}{|y-x|^{s+2s}} dy \, dx \right) \\
& = \int_{e_i^*} \phi_i(x) f(x) \, dx, \quad \text{for } i = 1, 2, \ldots, N, 
\end{align*}  

(29)

where \( e_i^* = e_i \cup e_{i+1} \).
Let \( \tilde{U} \) denote the \( N \)-vector having as components the unknown coefficients \( u_j \) for \( j = 1, \ldots, N \). Let the entries of the \( N \times N \) stiffness matrix \( \tilde{A} \) defined by

\[
a_{ij} = \frac{2 - 2s}{\delta - 2s} \left( \int_{e_i^j} \phi_i(x) \phi_j(x) \int_{B(x, \delta)} \frac{1}{|y - x|^{1 + 2s}} \, dy \, dx - \int_{B(x, \delta)} \frac{\phi_i(y) - \phi_j(x)}{|y - x|^{1 + 2s}} \, dy \, dx \right)
\]

for \( i, j = 1, \ldots, N \) and let the entries of the right-hand side \( N \)-vector \( \tilde{F} \) be defined by

\[
f_i = \int_{e_i^j} \phi_i(x) f(x) \, dx + \frac{2 - 2s}{\delta - 2s} \left( \sum_{j=-K+1}^{0} + \sum_{j=N+2}^{N+K+1} \right) g^h(x) \int_{e_i^j} \phi_i(x) \int_{B(x, \delta)} \frac{\phi_j(y)}{|y - x|^{1 + 2s}} \, dy \, dx
\]

for \( i = 1, 2, \ldots, N \). Then, (29) can be expressed in the form

\[
\tilde{A} \tilde{U} = \tilde{F}.
\]

### 4.2. Discontinuous piecewise-linear finite element method

We again use the partition of \( \Omega' \) defined in (28). A basis for the space of discontinuous piecewise-linear functions is given by, \( j = -K + 1, \ldots, N + K + 1, \)

\[
\phi_{2j-2}(x) = \begin{cases} \frac{x - x_j}{x_j - x_{j-1}} & \text{for } x \in e_j \\ 0 & \text{otherwise,} \end{cases}
\]

and

\[
\phi_{2j-1}(x) = \begin{cases} \frac{x - x_{j-1}}{x_j - x_{j-1}} & \text{for } x \in e_j \\ 0 & \text{otherwise.} \end{cases}
\]

Note that the support of the \( j \)-th basis function is the single element \( e_j \). Now \( \tilde{A} \) is an \((2N + 2) \times (2N + 2)\) matrix and \( \tilde{U} \) and \( \tilde{b} \) are \((2N + 2)\)-vectors. For the sake of brevity, we do not write down formulas for the entries of the stiffness matrix \( \tilde{A} \).

### Remark 8
We note the following.

1. It is important to observe that the space of discontinuous piecewise-linear functions contains the space of continuous piecewise-linear functions.
2. Also important to observe is that, for \( s < \frac{1}{2} \), the space of discontinuous finite element functions is a subspace of the solution space \( S(\Omega') \), i.e., that space is conforming for the problem (26). This is in contrast to elliptic PDEs for which that space is not conforming, i.e., it is not a subspace of the solution space \( H^1(\Omega) \) for that case.
3. In practice, it is easy to convert a code that implements continuous piecewise-linear finite element approximations into one that implements the discontinuous piecewise-linear finite element approximations, because the calculations of the double integrals appearing in the entries of the stiffness matrix \( \tilde{A} \) are the same, the only difference being in the actual assembly of that matrix. This may be an advantage over the implementations of [12,24] because in those implementation, the two approximations are separately treated.
4. We here investigate the special structure of the stiffness matrix \( \tilde{A} \) under the uniform mesh. Denote by

\[
T = T(t_{-n+1}, t_{-2n}, \ldots, t_{0}, t_{1}, \ldots, t_{n-1})
\]

an \( n \times n \) Toeplitz matrix \( T = (\alpha_{ij}) \) whose entries are specified by \( \alpha_{ij} = t_{i-j} \). When \( T \) is symmetric, (32) is often simplified as

\[
ST(t_0, t_1, \ldots, t_{n-1}).
\]

If the continuous Galerkin method is applied, then \( \tilde{A} \) has a Toeplitz structure as

\[
\tilde{A} = ST(a_{11}, a_{12}, \ldots, a_{1N}).
\]

If the discontinuous Galerkin method is applied, \( \tilde{A} \) has a nearly Toeplitz structure, with the form

\[
\tilde{A} = D_0 + D_1 T_1 + D_2 T_2 + T_2' T_2
\]

where \( D_0 = a_{11} I \) with \( I \) denoting the \((2N + 2) \times (2N + 2)\) identity matrix, \( D_1, D_2 \) are \((2N + 2) \times (2N + 2)\) diagonal matrices and \( T_1, T_1', T_2, T_2' \) are \((2N + 2) \times (2N + 2)\) Toeplitz matrices, defined by
\[ D_1 = \text{diag}(1, 0, 1, \ldots, 1, 0), \quad D_2 = \text{diag}(0, 1, 0, \ldots, 0, 1), \]
\[ T_1 = T(0, \ldots, 0, a_{12}, a_{13}, \ldots, a_{1,2N+1}, a_{1,2N+2}) \]
\[ T_1' = T(a_{2N+2,1}, a_{2N+1,1}, \ldots, a_{41}, a_{31}, 0, \ldots, 0) \]
\[ T_2 = T(0, \ldots, 0, a_{23}, a_{24}, \ldots, a_{2,2N+1}, a_{2,2N+2}, 0) \]
\[ T_2' = T(0, a_{2N+2,2}, a_{2N+1,2}, \ldots, a_{42}, a_{32}, 0, \ldots, 0). \]

Because \( A \) has the Toeplitz structure (33) or the nearly Toeplitz structure (34), the multiplication of a vector by \( A \) can be performed by fast Fourier transformation (FFT) with the computational cost \( O(N \ln N) \) in the solution of the linear system by iterative solvers.

4.3. Theoretical convergence behavior

Let the exact solution \( u \in H^\alpha(\Omega') \) for \( \alpha > 0 \) and \( r = \min[2, \alpha] \). Then, from [15], we have
\[
\|u - u^h\|_{L^2(\Omega')} \leq C h^{-r} \delta^{-1+\gamma} \|u\|_{H^\alpha(\Omega')}
\]
for any \( 0 < \gamma < 1 \), where \( C \) is independent of \( h \) and \( \delta \). For fixed \( \delta \), we see that, by choosing \( 0 < \gamma = \epsilon \ll 1 \), that the error estimate (35) implies that, with \( C_\delta = O(\delta^{-1+\epsilon}) \),
\[
\|u - u^h\|_{L^2(\Omega')} \leq C_\delta h^{-r-\epsilon} \|u\|_{H^\alpha(\Omega')}.
\]
Note that the estimate (36) is not uniform in \( \delta \). For \( \delta \) a constant multiple of \( h \), we have, with \( C \) independent of \( h \) and \( \delta \),
\[
\|u - u^h\|_{L^2(\Omega')} \leq C h^{-r+\epsilon} \|u\|_{H^\alpha(\Omega')}.
\]
If \( \delta \) is fixed independent of \( h \), the estimate (35) is nearly optimal with respect to the convergence in \( h \) because the error in the best approximation to a function \( u \in H^\alpha(\Omega') \), i.e., (35) ”misses” optimality by an arbitrarily small reduction in the exponent. On the other hand, the estimate (37) for the case of \( \delta \) being proportional to \( h \) is suboptimal, i.e., the exponent is one less than that for the best approximation.

5. Efficient computation of the stiffness matrix entries

From (29), we see that it suffices to consider the approximation of the double integrals
\[
\mathcal{I} = \int_{e_m} \int_{\beta(x;\delta) \cap e_m} \frac{1}{|y-x|^{1+2s}} dy \, dx
\]
and
\[
\mathcal{J} = \int_{e_m} \int_{\beta(x;\delta) \cap e_n} \frac{\phi_j(y) - \phi_j(x)}{|y-x|^{1+2s}} dy dx,
\]
where \( i = m - 1 \) or \( m \) and \( j = n - 1 \) or \( n \) for continuous piecewise-linear finite element approximations, and \( i = 2m - 2 \) or \( 2m - 1 \) and \( j = 2n - 2 \) or \( 2n - 1 \) for discontinuous piecewise-linear approximations. For simplicity, in (39), we normalize the intervals of the integration to \((0, 1)\) and denote the normalized basis functions \( \phi_i^{(0)}(\cdot) \) and \( \phi_j^{(1)}(\cdot) \) with the new normalized variables \( r \) and \( t \) corresponding to the original basis functions \( \phi_i(x) \) and \( \phi_j(y) \), respectively.

5.1. \( n = m \), i.e., the two elements \( e_m \) and \( e_n = e_m \) coincide

The integral (38) consists of two parts:
\[
\mathcal{I} = \int_{\min(x_m,x_m-1+\delta)}^{x_m-1} \phi_i(x)\phi_j(x) \int_{x-\delta}^{x_{m-1}} \frac{1}{(x-y)^{1+2s}} dy \, dx
\]
\[
+ \int_{\max(x_m-1,x_m-\delta)}^{x_m} \phi_i(x)\phi_j(x) \int_{x+\delta}^{x_m} \frac{1}{(y-x)^{1+2s}} dy dx.
\]
Taking integration for the inner integrals in (40) and then using some appropriate transformations of variables, we have

\[
\mathcal{I} = \begin{cases} 
\min(1, \frac{1}{m}) & h_m \int_{0}^{\min(1, \frac{1}{m})} \Phi(\tau)(\ln \frac{\delta}{h_m} - \ln \tau) \, d\tau, \\
-\min(1, \frac{1}{m}) & h_m \int_{\min(1, \frac{1}{m})}^{\delta} \Phi(\tau)(\delta - h_m \tau^{-1}) \, d\tau + \Phi(0) \ln h_m, \\
h_m & h_m \int_{0}^{\frac{1}{2s}} \Phi(\tau)(\delta - h_m \tau^{-2s}) \, d\tau, \\
\min(1, \frac{1}{m}) & h_m \int_{\min(1, \frac{1}{m})}^{\frac{1}{2s}} \Phi(\tau)(\delta - h_m \tau^{-2s}) \, d\tau, \\
\end{cases} 
\tag{41}
\]

where \( \Phi(\tau) = \psi^{(k)}(\tau)\psi^{(l)}(\tau) + \psi^{(k)}(1-\tau)\psi^{(l)}(1-\tau) \). The first part in \( \mathcal{I} \) can be evaluated by a classical Gaussian quadrature rule, and the second part has the endpoint singularity, which can be evaluated by DE rule if \( s = 0 \), and otherwise by the three-point product rule (14) corresponding to Case 3.

For (39), it can be split into three parts:

\[
\mathcal{J} = \int_{x_{m-1}}^{x_m} \phi_i(x) \int_{x_{m-1}}^{x_m} \frac{\phi_j(y) - \phi_j(x)}{|y - x|^{1+2s}} \, dy \, dx
\]

\[
= \int_{x_{m-1}}^{x_m} \phi_i(x) \int_{x_{m-1}}^{x_m} \frac{\phi_j(y) - \phi_j(x)}{(y - x)^{1+2s}} \, dy \, dx
\]

\[
= \int_{x_{m-1}}^{x_m} \phi_i(x) \int_{x_{m-1}}^{x_m} \frac{\phi_j(y) - \phi_j(x)}{(x - y)^{1+2s}} \, dy \, dx
\]

\[
= \mathcal{J}_1 - \mathcal{J}_2 - \mathcal{J}_3.
\]

Let \( x = x_{m-1} + \tau h_m \) and \( y = x_{m-1} + \tau h_m \) so that \( e_m = e_n = (0, 1) \). With these transformations of variables, using (11)–(13), we have

\[
\mathcal{J}_1 = h_m^{1-2s} \int_0^1 \psi^{(k)}(\tau) \int_0^1 \frac{\psi^{(l)}(t) - \psi^{(l)}(\tau)}{|t - \tau|^{1+2s}} \, dt \, d\tau,
\]

\[
\mathcal{J}_2 = h_m^{1-2s} \int_0^1 \psi^{(k)}(\tau) \int_0^1 \frac{\psi^{(l)}(t) - \psi^{(l)}(\tau)}{(t - \tau)^{1+2s}} \, dt \, d\tau,
\]

\[
\mathcal{J}_3 = h_m^{1-2s} \int_0^1 \psi^{(k)}(1 - \tau) \int_0^1 \frac{\psi^{(l)}(1 - t) - \psi^{(l)}(1 - \tau)}{(t - \tau)^{1+2s}} \, dt \, d\tau.
\]

Clearly, \( \mathcal{J}_2 \) and \( \mathcal{J}_3 \) vanish if \( \delta > h_m \). The inner integrals of \( \mathcal{J}_i \), \( i = 1, 2, 3 \), can be evaluated exactly by the two-point product rule (17) with the appropriate kernels and then we can use the DE-rule (25) to evaluate the outer one.

5.2. \( n = m \pm 1 \), i.e., the two elements \( e_m \) and \( e_n = e_{m+1} \) abut

In this case, (39) can be split into two parts:

\[
\mathcal{J} = \int_{x_{m-1}}^{x_{m-1} + \delta} \phi_i(x) \int_{x_{m-1} + \delta}^{x_{m-1}} \frac{\phi_j(y) - \phi_j(x)}{(x - y)^{1+2s}} \, dy \, dx
\]

\[
+ \int_{x_{m-1}}^{x_{m-1} + \delta} \phi_i(x) \phi_j^*(x) \int_{x_{m-1}}^{x_{m-1}} \frac{1}{(x - y)^{1+2s}} \, dy \, dx
\]

\[
:= \mathcal{J}_1 + \mathcal{J}_2
\]
if \( n = m - 1 \) and
\[
\mathcal{J} = \int_{\max(x_{m-1}, x-\delta)}^{x_m} \phi_i(x) \int_{x_m}^{\min(x_{m+1}, x+\delta)} \phi_j(y) - \phi_j^*(x) \frac{1}{(y-x)^{1+2s}} \, dy \, dx + \int_{\max(x_{m-1}, x-\delta)}^{x_m} \phi_i(x) \phi_j^*(x) \int_{x_m}^{\min(x_{m+1}, x+\delta)} \frac{1}{(y-x)^{1+2s}} \, dy \, dx
\]
\[=: J_1 + J_2\]

if \( n = m + 1 \), where \( \phi_j^*(x) \) denotes the extension of \( \phi_j(x) \) outside of \([x_m, x_{m+1}]\). Let \( x = x_{m-1} + \tau h_m, y = x_n - \tau h_n \) for \( n = m - 1 \) and \( x = x_m - \tau h_m, y = x_n - 1 + \tau h_n \) for \( n = m + 1 \); with an appropriate transformation of variables, we then have
\[
J_1 = h_m h_n^{2s} \int_0^{\min(1, \frac{\delta}{h_m})} \int_0^{\min(1, \frac{\delta}{h_m})} \phi^{(k)}(\tau) \phi^{(l)}(\tau) \frac{\psi^{(i)}(\tau) - \psi^{(i)}(\tau - \frac{d_{mn} \tau}{\delta})}{(t + d_{mn} \tau + \frac{\epsilon}{h_m})^{1+2s}} \, dt \, d\tau
\]

and
\[
J_2 = \begin{cases} 
\int_0^{\min(1, \frac{\delta}{h_m})} \int_0^{\min(1, \frac{\delta}{h_m})} \Phi(\tau) \ln \tau - \ln(\tau) \, d\tau & \text{for } s = 0 \\
\int_0^{\min(1, \frac{\delta}{h_m})} \int_0^{\min(1, \frac{\delta}{h_m})} \Phi(\tau) \ln \tau - \ln(\tau) \, d\tau & \text{for } s = 0.5 \\
\frac{h_m^{1-2s}}{-2s} \int_0^{\min(1, \frac{\delta}{h_m})} \Phi(\tau) \ln \tau - \ln(\tau) \, d\tau & \text{otherwise},
\end{cases}
\]

where \( d_{mn} = \frac{h_n}{h_m}, \Phi(\tau) = \phi^{(k)}(\tau) \phi^{(l)}(\tau - \frac{d_{mn} \tau}{\delta}), c(\tau) = \ln \left( \frac{\tau}{\epsilon_1 + \frac{\delta}{h_m}} \right) \) with \( \epsilon_1 = d_{mn}^{-1} \) and \( \psi^{(i)}(\tau) \) denotes the extension of \( \psi^{(i)}(\tau) \) outside \((0, 1)\). \( J_1 \) can be evaluated by the two-point product rule (17) corresponding to Case 2 for the inner integral and the DE-rule (25) for the outer integral. The second part of \( J_2 \) can be evaluated by the DE rule (25) if \( s = 0 \) and otherwise by the three-point product rule (14) corresponding to Case 3. If the mesh is quasi-uniform, then \( \epsilon_1 \) is not very small, and thus the first part of \( J_2 \) can be evaluated using a classical Gaussian rule.

**Remark 9.** In Section 6.4, we will consider a local grid refinement approach to recover the full accuracy of the discontinuous Galerkin finite element approximations, where \( \epsilon_1 > 0 \) may tend to zero. In this case, the first part of \( J_2 \) may be nearly singular, which can be evaluated by the DE rule (25).

5.3. \( e_m \) and \( e_n \) are neither coincident nor abut

Let \( x = x_{m-1} + h_m \tau, y = x_n - h_n \tau \) and \( \epsilon_2 = \frac{x_{m-1} - x_n}{h_n} \) for \( n < m - 1 \) and let \( x = x_m - h_m \tau, y = x_{n-1} + h_n \tau \) and \( \epsilon_2 = \frac{x_m - x_n}{h_n} \) for \( n > m + 1 \), then
\[
\mathcal{J} = h_m h_n^{2s} \int_0^{\min(1, \frac{\delta}{h_m} - \frac{r_2}{h_n})} \int_0^{\min(1, -d_{mn} \tau - \epsilon_2 + \frac{\delta}{h_m})} \phi^{(k)}(\tau) \phi^{(l)}(\tau) \frac{1}{(t + d_{mn} \tau + \epsilon_2)^{1+2s}} \, dt \, d\tau .
\]

If the grid is quasi-uniform, then \( \epsilon_2 \) is not very small, and thus \( \mathcal{J} \) has no singularity and can be evaluated using classical Gaussian quadrature rules.

**Remark 10.** Also in Section 6.4, \( \epsilon_2 \) may be very small, which yields that the inner integral in \( \mathcal{J} \) may be nearly singular. In such case, we can take the splitting trick used in Section 5.2 to compute \( \mathcal{J} \).

**Remark 11.** In practice, very few quadrature points are needed to calculate the entries of the stiffness matrix. For example, when evaluating \( J_k, k = 1, 2, 3 \), in Section 5.1 and \( J_1 \) in Section 5.2, the inner integrals can be evaluated using two quadrature points and then the outer ones are calculated by the DE-rule with \( 2N_{de} + 1 \) quadrature points, resulting in \( 4N_{de} + 2 \) total.
quadrature points. In practice, we can choose \( N_{de} = 10 \sim 40 \), depending on the singularity index \( s \). Let \( N_{gs} \) be the number of quadrature points for a one-dimensional classical Gaussian rule; then, the total number of quadrature points for evaluating the double integrals in Section 5.3 is \( N_{gs}^2 \). We can choose \( N_{gs} = 8 \) in practice. Compared, e.g., with the thousands of points used in [12], there is no doubt that our method is very efficient.

6. Numerical experiments

We provide two numerical examples of FEMs for the model problem (2). The first manufactured solution is given by the smooth function

\[
u(x) = x^2(1 - x^2)\tag{42}\]

which leads to the right-hand side

\[
f_\delta(x) = (12x^2 - 2) + \frac{2s-2}{s-2}\delta^2
\]

for any \( s \in [0, 1) \). The second has a jump discontinuity:

\[
u(x) = \begin{cases} 
  x & \text{for } x < 0.5 \\
  x^2 & \text{for } x \geq 0.5
\end{cases}\tag{43}
\]

for which, if \( s \in (0, 1) \setminus \{0.5\}, \)

\[
f_\delta(x) = \begin{cases} 
  0 & \text{for } x < 0.5 - \delta \\
  -\frac{2s+2}{s-2}\frac{(0.5-x^2)^2 - (0.5-x)^2 - (0.5-x^2) - (0.5-x)}{2} + (2x - 1)\left(\frac{\delta^2 - 5(0.5-x)}{2}\right) + (x^2 - x)\left(\frac{\delta^2 - 5(0.5-x)}{2}\right) & \text{for } 0.5 - \delta < x < 0.5 \\
  -\frac{2s+2}{s-2}\frac{(0.5-x^2)^2 - (0.5-x)^2 - (0.5-x^2) - (0.5-x)}{2} - (2x - 1)\left(\frac{\delta^2 - 5(0.5-x)}{2}\right) + (x^2 - x)\left(\frac{\delta^2 - 5(0.5-x)}{2}\right) & \text{for } 0.5 < x < 0.5 + \delta \\
  -2 & \text{for } x > 0.5 + \delta
\end{cases}
\]

and if \( s = 0 \)

\[
f_\delta(x) = \begin{cases} 
  0 & \text{for } x < 0.5 - \delta \\
  -\frac{2}{s^2}\left(\delta^2 - 5(0.5-x)^2\right) + (2x - 1)(\delta + x - 0.5) + (x^2 - x)\ln\frac{\delta}{0.5-x} & \text{for } 0.5 - \delta < x < 0.5 \\
  -\frac{2}{s^2}\left(\delta^2 - 5(0.5-x)^2\right) - (2x - 1)(x - 0.5 - \delta) + (x^2 - x)\ln\frac{x-0.5}{\delta} & \text{for } 0.5 < x < 0.5 + \delta \\
  -2 & \text{for } x > 0.5 + \delta
\end{cases}
\]

and if \( s = \frac{1}{2} \)

\[
f_\delta(x) = \begin{cases} 
  0 & \text{for } x < 0.5 - \delta \\
  -\frac{1}{4}\left(\delta - (0.5-x) + (2x-1)\ln\frac{\delta}{0.5-x} - (x^2-x)(\frac{1}{\delta} - \frac{1}{0.5-x})\right) & \text{for } 0.5 - \delta < x < 0.5 \\
  -\frac{1}{4}\left(\delta + (x-0.5) - (2x-1)\ln\frac{x-0.5}{\delta} - (x^2-x)(\frac{1}{x-0.5} - \frac{1}{\delta})\right) & \text{for } 0.5 < x < 0.5 + \delta \\
  -2 & \text{for } x > 0.5 + \delta
\end{cases}
\]

6.1. Numerical results for the smooth solution

In Fig. 1, we provide results of numerical experiments using continuous piecewise-linear finite element approximations for the model problem having the smooth solution (42). The horizon \( \delta \) is chosen proportional to the grid size \( h \); four values of \( s \in [0, 1) \) are chosen. For Fig. 2, we have the same setup as for Fig. 1, except that now three values of \( \delta \) are chosen and held fixed as \( h \) changes. Figs. 3 and 4 repeat the setups of Figs. 1 and 2, respectively, except that now discontinuous piecewise-linear finite element approximations are used. From these results, we see that for all cases, continuous and discontinuous piecewise-linear finite element approximations of the problem (2) converge at the optimal rates, i.e., we have that the \( L^2 \) and \( L^{\infty} \) errors are about \( O(h^2) \) and the \( H^1 \) errors are about \( O(h) \).

6.2. Numerical results for the discontinuous solution with grid points coinciding with the point of discontinuity

Figs. 5 to 8 have the same set ups as do Figs. 1 to 4, respectively, except that now the discontinuous exact solution (43) is considered. The relation between the point at which the discontinuity in the solution occurs and the grid points is the most favorable possible, i.e., for all grid sizes considered, the former coincides with one of the latter. Of course, in general,
one would not know a priori where the discontinuity in the solution occurs, so that this best-case scenario is considered mostly to show what is the best one can expect.

From Figs. 5 and 6, we observe that in all cases, continuous piecewise linear finite element approximations of the linear peridynamic model (2) are seriously compromised, even though we place a grid point exactly at the point of discontinuity. The $L^2$ errors are about $O(h^{1/2})$ and there is no convergence with respect to the $L^\infty$ norm. On the other hand, from Figs. 7 and 8, we see that for discontinuous piecewise-linear finite element approximations, if a grid point is placed at the location of the jump discontinuity of the exact solution, one still obtains the same $L^2$ and $L^\infty$ convergence rates as those obtained for smooth solutions. These results indicate that the discontinuous piecewise-linear finite element discretization is very well suited for problems containing jump discontinuities, at least when grid points are placed at the locations of the jump discontinuities of the solution.

6.3. Numerical results for the discontinuous solution with grid points not coinciding with point of discontinuity

In Section 6.2, we have shown that finite element discretizations of the peridynamic model has the potential of producing accurate solutions, even for discontinuous solutions. In particular, discontinuous piecewise-linear approximations are apparently robustly optimally accurate with respect to choices for the model parameter, i.e., the horizon $\delta$, the smoothness of the solution as determined by $s$, and the grid size $h$, provided that one is able to place a grid point at any point at which a jump discontinuity of the exact solution occurs. Of course, to achieve such an advantage, one has to know where the jump discontinuities occur. In one dimension, one might be able to devise some type of adaptive process to locate the points at which discontinuities occur. However, in two and higher dimensions, even if this was possible, i.e., if one could exactly locate the surfaces across which discontinuities occur, one would still not be able to recover the full accuracy possible with discontinuous piecewise-linear approximations. The reason for this is that if the surfaces of discontinuity are curved, one cannot, in general, have element faces exactly align with those surfaces.

Figs. 9 to 12 provide an indication of what happen if one does not place a grid point at the location of the jump discontinuity of the solution. The set ups for these figures are exactly those for Figs. 5 to 8, respectively, but now at all levels of grid refinement, no grid point coincides with the point at which the exact solution (43) is discontinuous. Now that there is no longer grid points located at discontinuity points, even discontinuous piecewise-linear discretizations suffer serious deterioration: the rate of convergence with respect to the $L^2$ norm deteriorates to $\frac{1}{2}$, with respect to the $L^\infty$ norm, no convergence is achieved. For the continuous piecewise-linear discretizations, the same results are obtained; note that

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{$L^\infty$, $L^2$ and $H^1$ errors vs. the uniform grid size $h$ for continuous piecewise-linear finite element approximations for the smooth solution (42) and for four values of $s \in [0, 1]$. The horizon $\delta = h$, $2h$, or $3h$.}
\end{figure}
Fig. 2. The same set up as for Fig. 1, except that now $\delta = 0.1$, 0.01, or 0.001.

Fig. 3. The same set up as for Fig. 1, except that now discontinuous piecewise-linear finite element approximations are used.
Fig. 4. The same set up as for Fig. 2, except that now discontinuous piecewise-linear finite element approximations are used.

Fig. 5. The same set up as for Fig. 1, except that now the discontinuous exact solution (43) is considered; for all grids used, a grid point coincides with the point at which the exact solution is discontinuous.
these poor results were already obtained for the piecewise linear case, even if a grid point coincides with the point at which the exact solution is discontinuous; see Section 6.2.

6.4. Full accuracy recovery

In this section, we consider a local grid refinement approach to recover the full accuracy of the approximations. Let \( \{E_j\} \), \( \{h_j\} \), and \( \{\alpha_j\} \), denote the set of finite elements, their corresponding grid sizes, and the Sobolev smoothness index of the exact solution within each element, respectively. Define \( r_j \) as in Section 4.3 with \( \alpha \) replaced by \( \alpha_j \). We then have that, for the best \( L^2 \) norm approximation,

\[
\inf_{v^h \in S^h} \|u - v^h\|_{L^2(\Omega)}^2 = \sum_j \inf_{v^h \in S^j} \|u - v^h\|_{L^2(e_j)}^2 \leq C_\delta \sum_j h_j^{2-\theta} \|u|_{e_j}\|_{L^2(e_j)},
\]

where \( (\cdot)|_{e_j} \) denotes restriction to the element \( e_j \). Let \( e_d \) denote the element which contains the jump discontinuity and let \( h_d \) denote its length. Assume that all the other elements have length \( O(h) \). In the element \( e_d \), we have \( r_j = 1/2 \) whereas in all the other elements we have \( r_j = 2 \) for discontinuous piecewise-linear finite element discretizations. Then, (44) implies that

\[
\inf_{v^h \in S^h} \|u - v^h\|_{L^2(\Omega)}^2 = O(h_d^2 - \theta) + h_{\delta}^2 - \theta)
\]

for any \( \theta > 0 \). Then, if we choose \( h_d = h^4 \), we have that

\[
\inf_{v^h \in S^h} \|u - v^h\|_{L^2(\Omega)}^2 = O(h^2 - \theta),
\]

i.e., with respect to the grid size used outside the intervals containing jump discontinuities in the exact solution, the best approximation recovers the rate of convergence obtainable for smooth solutions.

The numerical results shown in Fig. 13 are for discontinuous piecewise-linear approximations of the problem having exact solution (43) and for four values of \( s \in [0, 1] \); a constant grid size \( h \) is used everywhere except for the single interval containing the jump discontinuity which has a grid size \( h_d^4 \). For the two values of \( s \in [0, 1/2] \), we see that, even though the discontinuity in the exact solution occurs in the interior of an element, the \( L^2 \) convergence rates are the same as for smooth solutions and match the best approximation errors as given by (45). However, the approach of locally refining the grid
not help at all for $L^\infty$ errors because regardless of how small we make the element containing the jumpy discontinuity, the $L^\infty$ error will remain of $O(1)$. But, if we ignore the interval that containing the jump discontinuity, the errors in the best $L^\infty$ approximations are the same as that for smooth solutions. The same seems to hold for the finite element solution; see the top plots of Fig. 14.

It should be noted that such full accuracy recovery trick fails when $s \geq 1/2$; see the bottom plots of Figs. 13 and 14. The reason why this happened is not clear for the time being and should be further investigated.

**Remark 12.** Let $e_d$, $h_d$, and $h$ be described as above. If one chooses $h_d = h^4$ and $e_m$ and $e_h$ are located on either side of $e_d$, then, for the double integral defined by [39], the parameters $e_1$ in Section 5.2 and $e_2$ in Section 5.3 may be very small, the evaluation can proceed as in Remarks 9 and 10, respectively.

7. **Concluding remarks**

In this paper, we study a novel and efficient way to assemble the stiffness matrix in Galerkin finite element methods for ND or AD models. To compute the entries, the product rule is developed for evaluating the inner integral and then the DE-rule is used for the outer one, which make the assembly of the stiffness matrix in the finite element methods for nonlocal problems be similar to that for the classic partial differential equations and significantly reduce the quadrature points. Such approach also makes higher order finite element approximations become very simple to be implemented.

A possible extension of this work consists in developing quadrature rules for finite element approximations in 1D nonlocal problems with variable diffusive coefficient

$$\mathcal{L}_{\delta} u(x) = \frac{2 - 2s}{\delta^{2 - 2s}} \int_{B_{\delta}(x)} k(x, y) \frac{u(y) - u(x)}{|y - x|^{1 + 2s}} dy$$

where $k(x, y)$ is bounded given constitutive function. Nothing is different except that the alternative form of (22)

$$\hat{\delta}_m(x) = \int_{-1}^{1} k(x, y) K(x, y)(y - x)^{m} dy$$

(46)
Fig. 8. The same set up as for Fig. 4, except that now the discontinuous exact solution (43) is considered; for all grids used, a grid point coincides with the point at which the exact solution is discontinuous.

Fig. 9. The same set up as for Fig. 5, except that now for all grids used, no grid point coincides with the point at which the exact solution is discontinuous.
Fig. 10. The same set up as for Fig. 6, except that now for all grids used, no grid point coincides with the point at which the exact solution is discontinuous.

Fig. 11. The same set up as for Fig. 7, except that now for all grids used, no grid point coincides with the point at which the exact solution is discontinuous.
Fig. 12. The same set up as for Fig. 8, except that now for all grids used, no grid point coincides with the point at which the exact solution is discontinuous.

Fig. 13. The same set up as for Fig. 11 except that we have four values of \( s \in (0, 1) \) and the element containing the discontinuity in the solution has length \( h^4 \), with the remaining elements being uniform of size \( O(h) \).
Fig. 14. The same set up as for Fig. 12 except that we have four values of \( s \in \{0, 0.25, 0.5, 0.75\} \) and the element containing the discontinuity in the solution is ignored, with the remaining elements being uniform of size \( O(h) \).

should be exactly evaluated, where \( K(x, y) \) denotes the kernel functions discussed in Cases 1–3 of Section 3.1. In fact, we can first approximate \( K(x, y) \) by its Lagrange interpolant with respect to points \( \{x_k\}_{k=1}^{n_1} \) denoting the zeros of the Legendre polynomials of degree \( n \)

\[
K(x, y) \approx \sum_{k=1}^{n_1} K(x, x_k) \ell_k(x),
\]

and then use (15) and (16), it’s obvious that (46) can be approximated by

\[
\hat{\theta}_m(x) \approx \sum_{k=1}^{n_1} \frac{\lambda_k K(x, x_k) P_1(x_k)}{2} \sum_{l=0}^{n_1-1} (2l + 1) v_{l,m}(x)
\]

with \( v_{l,m}(x) = \int_{-1}^{1} \frac{p(y)(y-y)^m}{|y-x|^{l+1}} \, dy \). By using (20), we have

\[
v_{l,m}(x) = 2^{-l} \sum_{k_1=0}^{[l/2]} (-1)^{k_1} \binom{l}{k_1} \binom{2l - 2k_1}{l} \sum_{m_1=0}^{l-2k_1} \binom{l-2k_1}{m_1} x^{l-2k_1-m_1} \theta_{m+m_1}(x),
\]

where \( \theta_m(x) \) is defined in (22). That is to say, \( \hat{\theta}_m(x) \) defined in (46) can be approximated by certain combination of \( \theta_m(x) \) defined in (22), which is easily implemented in practice.

Another possible extension of this work consists in developing quadrature rules for finite element approximations in 2D and 3D nonlocal problems

\[
\begin{aligned}
  &- \int_{\Omega} \frac{u(y) - u(x)}{r^{d+2k}(x, y)} \, dy = f(x) \quad \text{in } \Omega \subset \mathbb{R}^d, \\
  &u(x) = g(x) \quad \text{on } \Omega_I \subset \mathbb{R}^d,
\end{aligned}
\]

where \( d = 2, 3, r(x, y) = \|x - y\|_2, f(x) \) and \( g(x) \) are given functions and \( \Omega_I \) is the interaction domain. Note that \( B_0(x) = \{ y \in \mathbb{R}^d : \|y - x\| \leq \delta \} \) may have different choices, depending on the choice of \( \| \cdot \| \). For example, \( B_{0,2}(x) = \{ y \in \mathbb{R}^d : \|y - x\|_2 < \delta \} \)
is a circle centered at \( \mathbf{x} \) of radius \( \delta \), and \( B_{\delta,\infty}(\mathbf{x}) = \{ \mathbf{y} \in \mathbb{R}^d : \|\mathbf{y} - \mathbf{x}\|_\infty < \delta \} \) is a square centered at \( \mathbf{x} \) with sides of length \( \delta \) in two-dimensional space.

A weak formulation of \((47)\) is given by, for \( \Omega' = \Omega \cup \Omega_\Omega \),

\[
- \int_{\Omega'} \int_{\Omega \cap B_\delta(\mathbf{x})} \frac{u(\mathbf{y}) - u(\mathbf{x})}{\|\mathbf{y} + 2\mathbf{x}\|_1^d} v(\mathbf{x}) \, d\mathbf{y} \, d\mathbf{x} = \int_{\Omega} f \, v \, d\mathbf{x}, \quad d = 2, 3.
\]

The difficulty of computing the entries in the stiffness matrix exists in the dimension, the irregular domain of integration and the higher-order singularity of the inner and outer integrals, as well as the kind of the mesh. The current study may be extended to construct quadrature rules on the rectangular mesh, where the accurate product rule can be proposed for the inner integrals and then the DE rules can also be used for the outer one. If the triangular/tetrahedral mesh is used, more challenges will be encountered due to the complicated intersection area of the mesh element and \( B_\delta(\mathbf{x}) \).
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